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Fig. 17. Self-potential time series from the water injection experiment. a. Raw
electrograms. b. Detrended and background corrected electrograms. c. Magnifica-
tion of the electrograms showing the preinjection and injection time windows.
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self-potential anomaly is localized in one side of the injection well
and the source current density for each new event moved upward
with increasing applied pressure over time. For the following
numerical simulation, we attempted to simulate the dipolar self-
potential response recorded in the experiment as well as the burst
in the electrical field associated with the opening of a crack from a
hydrogeological perspective.

4.1. Numerical model configuration

The numerical simulations are based on the theory discussed in
Section 2 above. The simulation domain for the self-potential
response represents the whole cement block, 30.5 cm � 30.5 cm
� 27.5 cm. For the water flow domain, however, we only have cho-
sen a narrow 1.0 cm � 1.0 cm � 13.5 cm strip near the injection
well. There are two reasons for this choice. First, we only observed
water coming out of the location near the injection well, not from
other areas within the cement block. Secondly, compared to frac-
turing the cement, it is easier to fracture the epoxy located
between the well and the cement. This has been shown through
the inversion of the self-potential data (see previous section).
Because we are dealing with flow in microcracks, we perform the
flow simulation in 2D away from the well, solving the flow equa-
tions in transient conditions. The flow problem is characterized
by the diffusion equation,

@p
@t
� SS

K
r2p ¼ F ð9Þ

where p is the fluid pressure (in Pa), SS the specific storage (m�1), K
the hydraulic conductivity (m s�1), and F is the source term (if posi-
tive, in s�1) or sink term (if negative). Inside the flow domain, we
consider two different regions, the crack itself and epoxy/cement
undamaged zones. We assign a larger hydraulic conductivity, spe-
cific storage, and electrical conductivity (injected water with high
salinity) to the crack itself by comparison with the undamaged
zone. We will see later in this section that these changes of proper-
ties are responsible for some asymmetry in the resulting potential
distribution for the dipole. The parameters used in the simulation
can be found in Table 3. The modeling is done in two steps: 1 We
assume the region at the bottom is the initial crack, and has a pres-
sure profile that increases with time. We simulate the electrical
potential associated with this pressurization profile. 2 Finally, we
simulate the creation of a new crack at t = 30 s (see Fig. 11a and
b). This simulation is not fully coupled to the mechanical problem.
In other words, we decide arbitrarily when the crack is formed and
then we compute the effect on the flow of the water and finally the
electrical potential response.

In the numerical simulation, we assume an initial hydrostatic
flow condition with a pressure head equal to zero at the top of
domain (Fig. 11b), and it is also assumed that the flow domain is
fully water-saturated (we consider the resistivity of the cement
to be 1000 X m). The disturbance from the initial pressure distri-
bution can be ignored compared with the high injection pressure.
The bottom of the flow domain is assigned a flux boundary with
a total flow rate of 60 mL min�1. All the other boundaries are
assumed to have no flow boundaries. The flow is therefore one
dimensional in essence and the only outlet corresponds to the con-
stant pressure boundary condition imposed at the top of the flow
domain (Fig. 11b).

For the self-potential simulation, we assume ground at elec-
trode 4, the same one used as the reference electrode in the labo-
ratory experiment. All of the external boundaries of the model are
in contact with an insulating material and therefore the normal
component of the electrical field vanishes at these boundaries.
For the self-potential simulation, the holes drilled in the cement
and the influence of steel well casings were not considered. Indeed,
the steal casing is entirely wrapped using resistive epoxy and its
influence is anticipated to be small. In our model, the electrical
conductivity of the epoxy is assumed to be the same as the cement
(1000 X m). The simulation only involves the constant rate injec-
tion part of the experiment; we did not attempt to include the con-
stant pressure part (Phase 0) at the beginning of experiment.

4.2. Simulation of the dipolar anomaly

With the injection of water at the bottom of the flow domain,
there is a hydraulic gradient at the interface between the micro-
crack and undamaged zone of the flow domain. In other regions,
the hydraulic head drop is smaller. Therefore, the water is forced
to flow at the tip of the fracture and because of the drop in the elec-
trical and hydraulic properties at the tip of the microcrack, we
expect the generation of a strong self-potential anomaly (see Eq. 4).

What we obtained with the model is very similar to the dipole
response from the laboratory experiment, shown in Fig. 5. The
location of the dipole in the model is right at the interface between
the crack and the undamaged zone (Fig. 11b), in other words at the
tip of the crack. The pattern of the self-potential anomaly can be
observed on the top and back sides of the block in Fig. 12. Note
the similarities between Figs. 5 and 12. On the top surface, we note
a positive anomaly more or less centered close to the injection well
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and a negative self-potential anomaly on the bottom part the
cement block. Because of the involvement of high salinity water
from the injection (10 times greater than the cement and epoxy),
the negative lobe of the dipole has a smaller amplitude than the
positive side, which is consistent with the laboratory observations
(see Fig. 5).
4.3. Creation of a new crack

Figs. 11b–d and 12–14 show the self-potential signals associ-
ated with the development of a new crack in the numerical model.
At the start of the simulation, we only have one crack at the bottom
of the flow domain. At time t = 30.0 s, we suddenly change the
hydraulic conductivity, specific storage, and electrical conductivity
of the zone just above the interval to simulate the creation of a new
crack in the flow domain. Fig. 11c and d show the distribution of
the self-potential signals along a slice crossing the cube and Hole
#9. We clearly see the dipolar nature of the self-potential distribu-
tion due to the water flowing through the tip of the crack. Fig. 12
shows the distribution of the self-potential signals corresponding
roughly to Event E1 and E2. These potential distributions are qual-
itatively in good agreement with the self-potential distributions
observed in Fig. 5.

The variation of the fluid pressure at the injection point is
illustrated in Fig. 13a while Fig. 13b exhibits the self-potential
signals at 4 electrodes on the surface of the cube (2 from the top
surface and 2 from the side). These 4 locations are used to mimic
the electrode response shown in Fig. 3. It is evident that there is
a significant pressure drop in the well (see Fig. 6 for the laboratory
experiment) and a concomitant burst in the self-potential response
associated with the opening of the tip of the crack and the gener-
ation of a new crack. For the data displayed in Fig. 13b, each curve
has two components: one is related to the continuous injection of
water and second related to the generation of a new crack. A
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Fig. 18. Source localization of a single snapshot at time 145.375 s the localization of the
current density distribution shown at the third iteration of the inversion process. The m
well. The electrical resistivity has been accounted for this inversion. b. Comparison betwe
using the current density shown in Panel a. Note that the three channels showing spuri
constant and continuous injection rate will create a quasi-linear
variation in self-potential signals. We simply remove this trend
from the curves as was done for the real dataset using fourth-order
polynomial (Fig. 13b). The detrended curves are shown in Fig. 14,
which displays characteristics that are very similar to the real data
shown in Fig. 3. From the detrended curves, we clearly see the
burst recorded at the different locations on the external surface
of the cube with a large response for the electrodes near the event
and a smaller response for the electrodes located further away.
However, compared to the laboratory data, the relaxation time fol-
lowing the burst is shorter. This can be attributed to the process for
creating a new crack that extends from the old crack. We instanta-
neously introduce a high hydraulic conductivity zone to simulate
the new crack in the numerical simulation. In reality, it may take
a few seconds to create a new fracture and the relaxation would
depend on how the fluid pressure gets dissipated by the water
flow. This localized pressure dissipation is a function of the
opening size between the old and new fracture. A small opening
(relative to the crack interface area) would slow down the fluid
transfer to the new crack, which increases the relaxation time.

5. Experiment #2: Pulse injection in the field

The goal of the second experiment is to describe a small field
case study in which a water pulse is injected into a very shallow
well, and the electrical potential fluctuations are recorded at the
ground surface and inverted to localize where the pulse of water
occurred.

5.1. Materials and methods

The experimental setup is shown in Fig. 15, and consists of a
plastic tube in which water was injected for 1.4 s with a flow rate
of 0.6 L s�1. The self-potential response during the experiment was
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Fig. 19. The upper figure shows the changes in self-potential as a function of time
for four different electrodes. The bottom figure corresponds to surface self-potential
profiles at different times following the end of the injection. The maximum
potential difference along each side of the current source is roughly 7 mV from the
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lower figure, the x-axis position origin is at the center of the point of injection.
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recorded with the same equipment described above. In the exper-
iments, the electric potential measurements were acquired with 32
amplified non-polarizing silver-silver chloride (Ag AgCl) electrodes
with a spacing of 7.5 cm along a rectilinear profile. The sampling
rate was 300 Hz. The water pulse injection occurred during the
time window 145.15–146.55 s. By putting the well in the ground
with a hammer, we probably created vertical flow paths between
the well and the soil as sketched in Fig. 15 that will likely lead to
vertical flowpaths associated with leaking.

Two DC resistivity profiles were also evaluated before prior and
after the water injection test with the ABEM SAS-4000 Terrameter
impedance meter. The DC resistivity profile comprised a total of 32
stainless steel electrodes (50 cm spacing) and 118 measurements
with the Wenner array electrode configuration. The apparent resis-
tivity data were inverted with RES2DINV 3.4 (Loke and Barker,
1996). The electrical resistivity tomogram is shown in Fig. 16. This
resistivity tomogram is used below to invert the self-potential data
to localize the causative source in the subsurface.

5.2. Results

The full time series of the self-potential measurements (called
electrograms, see Crespy et al., 2008) are shown in Fig. 17. They
are taken for a time window between 140 and 148 s in the entire
data set. We used a linear trend removal process on all of the time
series data for all the 32 channels to establish the same base line
during the pre-injection time window shown in Fig. 17. The results
are shown in Fig. 17b and c. A snapshot of the self-potential
distribution is shown in Fig. 18b. It shows a negative baseline
and a positive anomaly on the top of this baseline. The negative
baseline corresponds to the fact that the CMS and DRL electrodes
are located close to the injection well. What is really important is
the positive anomaly, which amounts to between 6 and 8 mV
and is centered on the injection well. This anomaly is inverted in
the next section to localize the source current density responsible
for this anomaly.

5.3. Localization

We describe now the algorithm used to localize the causative
current density distribution associated with the self-potential
anomaly observed in this second experiment. We will show in Sec-
tion 5.4 that a deterministic approach is good enough to point out
the position of the outflow associated with the water injection. Eq.
6 can be written in a matrix form as d = Km where m is a vector
containing the M source of the volumetric current density terms
I, d denote the vector of electric potentials u observed at N elec-
trodes, and K is the kernel matrix corresponding to I =r � jS rather
than jS (see Section 5.3). Therefore the dimension of K is N �M. The
data misfit vector is defined by

e ¼ Km� d; ð10Þ

The objective function to minimize is expressed as (Jardani et al.,
2008)

Pa ¼ Wdek k2
2 þ a Wmmk k2

2; ð11Þ

where Wd correspond to the data (N � N) weighting matrix, Wm to
the (M �M) model covariance matrix (we use the Laplacian opera-
tor to ensure smoothness), kk2

2 denotes square of the L2 norm, a is
the regularization parameter. The least square solution correspond-
ing to o Pa/ o m = 0 is given by

m ¼ KTðWT
dWdÞKþ aðWT

mWmÞ
h i�1

KTðWT
dWdÞd

� �
: ð12Þ

The value of the regularization parameter, a, is determined using
the L-curve approach with the regularization parameter in the
range of [10�3, 103] (see Jardani et al., 2008). We obtain a = 0.121
as the optimized parameter for this case. In our model, we have
M = 8241 and N = 28 (4 noisy channels were removed from the
dataset). The kernel is computed in 3D by extending the 2D resistiv-
ity distribution in the strike direction.

5.4. Application

We applied the algorithm discussed in Section 5.3 to a snapshot
of the self-potential data. The result of the inversion is shown in
Fig. 18 after three iterations. The tomogram shows a positive distri-
bution of the volumetric current density I located close to the end
of the open well where the pulse water injection takes place
(Fig. 18a). This source current density reproduces the data with a
RMS error of 0.12 mV (Fig. 18b) and the causative source is cen-
tered on the outlet of the well. Therefore we have successfully
determined the location of the pulse injection in the ground.

6. Numerical modeling of the field experiment

The purpose of this numerical model is to try to replicate the
self-potential signals observed in the field experiment. Since most
of water did not flow into the ground and was observed to be
forced to flow along the space between the tubing of the well
and the soil. We simulate water in a narrow strip along the injec-
tion well by assigning a higher hydraulic conductivity to that area.
Like in the simulation of the laboratory experiment, the domain
configuration for the simulation of the self-potential signals is also
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important. The simulation domain of the 2D axisymmetric model
for the self-potential simulations is 6 m by 3 m. We assigned a flux
boundary with the magnitude of 1 L s�1 at the bottom of the flow
domain and zero pressure at the top of the flow domain (2 cm wide
along the well). The simulated velocity field is coupled with the
self-potential model for the calculation of the external current
density. Since the flow in the strip is like a fracture flow, a very
high hydraulic conductivity (K = 0.046 m s�1) is assigned to the
flow domain with a high specific storage (SS = 0.1 m�1). For the
self-potential model, a constant electrical conductivity
(r = 0.003 S m�1) has been assigned throughout the domain.

The self-potential response at various times for four different
electrodes is shown in Fig. 19a. The signals increase to a peak at
0.8 s corresponding to the end of the water injection in the well.
The self-potential signals then relax back to zero over time. In
Fig. 19b, we show a radial self-potential profile at several time
periods. The difference along each profile could be used for inverse
modeling.

Fig. 20 shows the self-potential contour map in the model
domain at different times. Clearly, the self-potential has a dipole
pattern, and what is observed in Fig. 19 is the positive anomaly
close to the well. The negative anomaly in the model exists below
the injection point, and is not observable from the surface. Note
that in Fig. 17, the self-potential data at different electrodes are
displayed with respect to the CMS electrode (of the BioSemi sys-
tem) used as the data acquisition reference. The positive part of
the field data anomaly (146–147 s) represents the portion of the
experiment where the water was most likely moving upward,
eventually gushing out onto the surface. These numerical model
results compare qualitatively well with the positive anomaly
portion of the field data.
7. Conclusions

Our goal in this paper was to develop a new approach to localize
leakages in wells using an electrographic method similar to what
has been developed in medical imaging to study brain activity or
to identify the source of epilepsy. The first experiment was devel-
oped to show that a sequence of electrical bursts associated with
the rupture of the seal around a well in cement block can be
inverted to localize the causative source. This approach, called
electrography, can be used to localize fluid leakages from a well
as a function of time. It was applied for the first time to a sequence
of events showing the evolution of the leakage with time. Two of
these events were numerically simulated and it was found that
water flow through the tip of the crack generated a dipolar anom-
aly that can be remotely measured with a network of electrodes. If
we have several events occurring more or less at the same time and
therefore a superposition of the self-potential distributions associ-
ated with these events, we could, here again, borrow some
approaches from electroencephalography to separate the effects
associated with the different events (such a principal component
analysis in space and time).

The second experiment was designed to show that a pulse
water injection in a heterogeneous natural soil can be detected
with a multichannel voltmeter connected to a network of elec-
trodes located at the ground surface. In both cases, the resulting
electrical potential distribution can be inverted to localize the
causative current source while taking into account the resistivity
distribution of the material. In the first experiment, electrography
was performed with a stochastic method (the genetic algorithm)
while in the second experiment, it was conducted using a deter-
ministic method. Electrography opens the door to the detection
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and monitoring of fluid leakages in the shallow subsurface in real
time. The advantage of the method is that the equipment is
relatively cheap in comparison with seismic equipment and that
the method can be extended to allow real-time monitoring and
analysis. A potential disadvantage of the presented approach is
that the self-potential signals can be small, which makes it
challenging to detect them from the ground surface, especially in
presence of significant amount of electromagnetic noise.
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